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Abstract

This paper explores ways by which multiple authors can
annotate 3D models from multiple viewpoints in a 3D col-
laborative environment, with particular reference to the en-
vironment provided by Croquet. We deal with two types of
viewpoint: the conceptual viewpoint and the physical view-
point. Our approach is to exploit the portal, which is a no-
table feature of Croquet, in order to achieve our goal. We
can assume that a physical viewpoint is expressed by the
position and orientation of a portal. To provide a method
for annotation based on the conceptual viewpoint, we de-
veloped a new portal called an “interactor.” The design
and our preliminary implementation are discussed.

1. Introduction

This paper explores ways by which multiple authors
can annotate 3D models from multiple viewpoints in a 3D
collaborative environment, with particular reference to the
environment provided by Croquet [9]. Croquet, written
in Squeak [2], is a combination of open-source software
and peer-to-peer network architecture providing an infras-
tructure for synchronous real-time problem solving within
shared simulations. Croquet supports collaborative cre-
ation, viewing, and interaction with and sharing of remote

objects via a peer-to-peer network of diverse user hardware.

As an ad-hoc multi-user network, Croquet is similar to
the web in that users have the ability to create and modify
a “home world” and create links to any other such world.
In Croquet, these worlds are 3D virtual worlds. Users or
groups with appropriate sharing privileges can visit and
work inside other Croquet worlds on the Internet. Croquet’s
connections between worlds via spatial “portals” are an ana-
log of web page hyperlinks. Users may put as many portals
as they want in a world. The portals can be located in dif-
ferent places, and users can visit different parts of the world
from the different portals.

A portal is represented as a square window and it has
its own position and direction in a 3D world. When users
look through the portal, they can see other worlds. A user’s
view of the other world beyond the portal changes slightly
as they change position (See Figure 1.) It is hence regarded
as a see-through anchor.

We deal with two types of viewpoint; conceptual ones
such as those concerning ecology and technology, and phys-
ical ones, i.e. places from which you can see something. As
3D models and 3D spaces are three-dimensional, they can
be annotated based on a 3D physical viewpoint as well as
on a conceptual viewpoint.

Our approach is to exploit the portal that features in Cro-
quet in order to achieve our goal. We can assume that a
physical viewpoint is expressed by the position and orien-



Figure 1. A user represented as a rabbit
avatar is looking at another world through a
portal. The view of the world beyond the por-
tal changes according to the user’s position.

tation of a portal. As mentioned above, a world can have
multiple portals which invite users to explore different parts
of the world. This means a portal represents the physical
viewpoint of the user who put the portal in the world.

To provide a method for annotation based on concep-
tual viewpoint, we enhanced the ability of the portal. This
new type of portal is called an “interactor.” It allows users
to add annotations to objects and to control the view of
annotations. The annotation is visible only in the interac-
tor through which it was made. Individual users can have
their own interactor, or several users working in a group or
team can share an interactor. The interactors can be moved
around, and viewing through both simultaneously allows
you to view annotations from both sets of authors.

Many collaborative annotation systems have been pro-
posed. For example, “Annotea” is an annotation mechanism
for the Web [6] and “3D Blog” is a blog system that allows
users to annotate 3D content such as 3D models of buildings

and to read these annotations in a blog [5].
The advantages of our system are summarized as fol-

lows: it allows users to annotate 3D models in a 3D collab-
orative environment, it allows users to communicate with
others synchronously, it provides users with several ways to
add annotations.

The framework for authoring 3D spaces and user inter-
faces for Croquet has also been developed. These issues are
discussed in separate papers [7, 10].

2. Basic Annotation Function

We have developed basic conventions by which annota-
tions can be created independent of the form of media. We
allow objects to become annotations even if the object was
not originally designed with this in mind. This is impor-
tant so that we can provide the richest possible set of tools
for expressing comments and annotations. Of course, users
can make a new annotation object using such a text input
interface.

Annotations may be represented as a connector, a line
connecting two objects, or they may be a marker, displayed
as a thumbtack denoting some hidden content that can be
made visible when triggered by a user action within a filter
[4] as shown in Figure 2.

3. Viewpoint-based Annotation

3.1. Physical Viewpoint

When a user wants to annotate a 3D model based on
physical viewpoint, this is achieved by putting a portal in
an appropriate place and orientation in a world. As a por-
tal is a see-through anchor, a user can view the other world
without following the hyperlink. If multiple portals are in
different locations in a world, users obtain different views
of the world depending on the portal used.

Portals can be annotated and thus a 3D world or a view
of a 3D world through a portal can also be annotated. This
means that viewpoints themselves can also be annotated, as
portals can be regarded as viewpoints. Figure 3 shows an
example of an annotated portal.

3.2. Conceptual Viewpoint

An interactor, an enhanced portal, allows users to add
annotations to 3D objects based on conceptual viewpoints.
The annotation is visible only in the interactor through
which it was made (see Figure 4). Individual users can
have their own interactors and hence can annotate 3D mod-
els based on their own viewpoints. A user may have several
interactors so that the annotations can be categorized based
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Figure 2. Pottery artifact with annotations.
Annotation objects can be annotated (top).
Annotations represented as thumbtacks are
visible through a filter (bottom).

on viewpoints. On the other hand, several users working in
a group or team can share an interactor while at the same
time sharing the same viewpoint.

The interactors can be moved around, and viewing
through both simultaneously allows you to view annota-
tions from both sets of authors (see Figure 5). For exam-
ple, suppose there is a 3D model of a historical building
and experts with diverse backgrounds wish to discuss the
preservation of the building. Some of the experts may anno-
tate the model from the historical point of view, and others
may annotate from the economic point of view. By overlap-
ping these points of view, the differences and similarities
between the experts’ thoughts would become clearer. This
is to say “join of viewpoint” and provides users with a very
easy and intuitive way to manage the viewpoint of annota-
tions. This is similar to a function provided by ’3D Magic
Lens’ [11]. When multiple lenses are overlayed, different
information is displayed through the lenses.

Figure 3. Annotated portal.

You can also walk through an interactor, which then re-
sponds as though you have the interactor surface stretched
over your “camera” lens. this allows multiple users to use
the same interactor in different places, and may be more
natural than standing in front of a “viewing screen” (see
Figure 6). You can return to normal by walking through the
interactor again.

In one sense, ordinary portals present a physical view-
point on a given 3D space, showing all that is in geometri-
cally visible from the portal’s perspective. An interactor,
however, presents a conceptual viewpoint on a given 3D
space. One can think of this as showing the same physi-
cal view with annotations added, or one can think of this as
a different 3D space that shares the same physical elements,
yet which also has other (e.g., annotation) elements shown.

4. Related Work

Annotea is a web-based system for sharing annotation of
Web documents. It is closely similar to our system in the
sense that it supports annotation sharing among distributed
users and it treats annotation as external content to the orig-
inal documents. What sets apart our system from Annotea
is that our system supports annotating 3D space and/or 3D
objects such as 3D computer graphics models of buildings,
furnitures and every operation of annotation, i.e. creating,
browsing, searching, and filtering annotation can be done
collaboratively in a shared 3D virtual world. Furthermore,
our system allows users to annotate from both conceptual
viewpoint and physical viewpoint while Annotea does not.

In computer graphics domain, a portal was originally in-
troduced as a rendering technique, specifically a technique
for hidden line removal [3]. Airey et al. [1] used portals for
rendering architectual scenes. Portals were used to connect
physically adjacent cells in these works.

A significant change in the role of portals was introduced
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Figure 4. Interactor. An annotation is visible
only in the interactor through which it was
made.

by SEAMS [8]. As the name implies, SEAM (Spatially
Extended Anchor Mechanism) is an expantion of anchor
mechanism in World Wide Web to 3D virtual worlds. That
is SEAMS, which correspond to portals, connect 3D worlds
even if the worlds are not adjacent to each other. In other
words, users can move from one world to another by tele-
portation. This is done by anchor and link mechanism as
with WWW. A SEAM acts as see-through anchor, users
can see other worlds through SEAMS before they enter the
other worlds. In terms of portals, SEAMS is very similar to
Croquet which we used as a base for our annotation system.

Our annotation system further extended the role of por-
tals. Portals are used to express viewpoints both concep-
tually and physically. Moreover an interactor, an enhanced
portal, has a similar function to ’3D Magic Lens’ as de-
scribed in Section 3.2.

Figure 5. Annotations made through different
interactors can be visible when these interac-
tors are overlapped.

5. Conclusion

We have introduced our prototype system on collabora-
tive annotation based on viewpoint in 3D virtual environ-
ments. First we discussed the types of viewpoint: concep-
tual viewpoint and physical viewpoint. In 3D collaborative
environments, the physical viewpoint is especially impor-
tant and thus should be supported.

So far, we have discussed how to annotate 3D objects
based on viewpoint. We should also consider how to use
viewpoint to search for annotations and objects. Portals
represent physical viewpoints by showing different views
of a world. In other words, there are annotations and ob-
jects that are not shown from a particular portal. We believe
the viewpoint-based search is essential to 3D collaborative
environments, and our next step is to design a system com-
bining these two elements.
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Figure 6. Users can view annotations after
walking through interactors.

media, Distributed, Cooperative and Mobile Symposium (DI-
COMO2004), pages 611–614, July 2004.

[5] R. Kadobayashi. Automatic 3D Blogging to Support the Col-
laborative Experience of 3D Digital Archives. In E. A. Fox,
E. J. Neuhold, P. Premsmit, and V. Wuwongse, editors,Dig-
ital Libraries: Implementing Stragegies and Sharing Expe-
riences, Proceedings of the 8th International Conference on
Asian Digital Libraries (ICADL 2005), LNCS 3815, pages
109–118. Springer, December 2005.

[6] J. Kahan, M.-R. Koivunen, E. Prud’Hommeaux, and R. R.
Swick. Annotea: An Open RDF Infrastructure for Shared
Web Annotations. InProceedings of the 10th International
World Wide Web Conference, pages 623–632, May 2001.

[7] J. Lombardi, H. Stearns, J. Gargus, and M. Schuetze. The
Brie User Experience: End-user Distributed Authoring Via
Construction and Deconstraction. InProceedings of the
Fourth Conference on Creating, Connecting, and Collaborat-
ing through Computing (C5’ 06), 2006.

[8] D. Schmalstieg and G. Schaufler. Sewing Worlds Together
with SEAMS: A Mechanism to Construct Large-scale Virtual
Environments.PRESENCE - Teleoperators and Virtual Envi-
ronments, 8(4):449–461, August 1999.

[9] D. A. Smith, A. Kay, A. Raab, and D. P. Reed. Croquet —
A Collaboration System Architecture. InProceedings of the
First Conference on Creating, Connecting, and Collaborating
through Computing (C5’ 03), pages 2–9. IEEE CS, January
2003.

[10] H. Stearns, J. Gargus, J. Lombardi, and M. Schuetze. The
Brie Architecture: A Model for Collaborative and Persistent
Direct Manipulation. InProceedings of the Fourth Confer-
ence on Creating, Connecting, and Collaborating through
Computing (C5’ 06), 2006.

[11] J. Viega, M. J. Conway, G. Williams, and R. Pausch. 3D
Magic Lenses. InProceedings of the 9th ACM Symposium on
User Interface Software and Technology, pages 51–58. ACM
Press, 1996.

5


